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Abstract—As robots become more ubiquitous across human 
spaces, it is becoming increasingly relevant for researchers to ask 
the question, “how can we ensure that we are designing robots to 
be sufficiently equipped to treat people fairly?”. This workshop 
brings together researchers across the fields of Human-Robot 
Interaction (HRI), fairness in machine learning, design, and 
transparency in AI to shed light on the relevant methodological 
challenges surrounding issues of fairness and transparency in 
HRI. In our workshop, we will attempt to identify synergies 
between these various fields. In particular, we will focus on 
how HRI can leverage these existing rich body of work to 
guide the formalization of fairness metrics and methodologies. 
Another goal of the workshop is to foster a community of 
interdisciplinary researchers to encourage collaboration. The 
complexity in defining fairness lies in its context sensitive nature, 
as such we look to the influx of definitions from the field 
of fairness in artificial intelligence, design, and organizational 
psychology to derive a set of definitions that could serve as 
guidelines for researchers in HRI. 

Index Terms—Fairness in HRI; Ethics in HRI; Transparency 
in AI

I.  I  NTRODUCTION

Fairness has been at the forefront of many recent discussions 
revolving the introduction of intelligent systems into decision 
making contexts. Some key concerns in this space involve 
removing underlying biases across the different stages of the 
machine learning pipeline that can enable negative conse- 
quences towards a protected group or individual [1]–[6]. Along
a similar vein, researchers within the field of human-robot 
interaction (HRI) have recently begun exploring how robotic 
behavior can elicit different fairness considerations depending 
on the context in which the robot is deployed. This has given 
rise to a host of research questions revolving around themes 
of fairness and teamwork [7]–[9], navigation [10], and design 
[11] to name a few. Across this research, a broad range of 
definitions and metrics emerged highlighting the necessity for
a deeper conversation about methods and measurements of 
fairness and transparency within HRI.

The recent push to explore fairness and intelligent systems 
has driven researchers to draw inspiration from traditional 
streams of fairness literature (e.g. organizational psychology 
[12], economics [13], sociology [14]). Specifically, there has 
been a host of works investigating how AI systems can 
produce statistical fairness [15] along with exploring how these 
algorithm’s decisions are perceived [16], [17]. The findings 
of these works highlight the need for computational systems 
to understand the values and dynamics that exist between 
humans in the environment for their successful adoption [18]. 
As robots are being deployed in new frontiers, it is essential 
to continue investigating the relevant factors that influence 
fairness and transparency in a systematic way. Towards this 
goal, this workshop aims to investigate how fairness and 
transparency can be defined across different contexts and will 
explore the potential impact on shaping human relationships. 

Through this workshop we will bring findings and under- 
standings from a broad range of fields in an effort to shape 
an agenda for future directions in fairness and transparency 
within HRI. We will bring speakers across the quantitative 
and qualitative spaces in order to ensure a holistic discussion 
about: (i) current and existing works within the space, (ii) key 
methodological challenges, (iii) various relevant metrics and 
definitions, and (iv) best practices and techniques to explore 
fairness and transparency.

II.  FAIRNESS AND T RANSPARENCY IN HRI

Within HRI, fairness has primarily been explored through 
design and decision making algorithms. Early findings high- 
light the social implications that the interpretation of fairness 
has on individuals across a variety of contexts such as multi 
human teams [7], [8], [19], [20] and navigation [10], [21]. The 
context dependent nature of fairness provides a challenge for 
researchers on established methods to study fairness as well as 
a set of metrics to apply. This challenge has made it essential 
to develop newer methods of evaluation. Some examples
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include works by Chang et al. [8] and Claure et al. [7] who 
have used games and video stimulations that mirror common 
contexts where robots are placed in resource allocation roles 
[19], [22]. Their work demonstrated how a robot’s allocation 
decisions can influence team behavior and shape perceptions 
of trust towards the system. Fairness has also been explored 
through the lens of robot design and robot behavior [11]. 
Researchers have argued that how a robot is portrayed and 
designed can elicit fairness interpretations [23]. Taken together 
these works point towards important gaps in literature that 
need to be addressed in order to push the agenda on fairness 
and transparency in HRI. Such gaps include more in-the-wild 
experiments, exploring the effects of robot embodiment on 
fairness perceptions, and algorithms that enable a robot to learn 
human fairness. 

Previous workshops have explored topics around fairness 
and transparency where they identified the need for better 
methods of evaluation for these concepts in HRI [24], [25]. 
This workshop will extend the findings from such workshops 
and focuses on discussions about methodological challenges 
and solutions that would benefit the broader HRI community. 
We will implement interdisciplinary approaches in order to 
draw expertise from different researchers both in academia 
and industry.

III.  W ORKSHOP OVERVIEW

We propose a half-day workshop aiming to discuss the 
different practices and metrics that are relevant for researchers 
in HRI. By involving discussions from researchers across 
different spaces, we aim to create tools and definitions to 
advance the application of fairness and transparency. Upon 
the completion of the workshop, we will upload position 
papers to the website and continue a blog to ensure that the 
website acts as a repository for any new information revolving 
fairness in HRI. The blog will further push the ideas from 
the workshop and will store new metrics and definitions that 
have been used in the space of robotics. We additionally plan 
to create a working group to further foster a community of 
researchers across a broad spectrum of robotics to share ideas 
and encourage collaboration.

IV. S CHEDULE AND ACTIVITIES

The half-day workshop will include experts from both 
industry and academia who will discuss current trends within 
the space of fairness and transparency. Specifically, we aim 
to bring in speakers such as Dr. Ayanna Howard, Dr. Cynthia 
Dwork, Dr. Solon Barocas, or Dr. Kate Tsui who can further 
speak towards best practices and definitions for fairness and 
transparency within HRI. We will include two separate break 
out sessions where participants will be split into groups to 
complete discussion and brainstorming sessions that will be 
moderated by the organizing committee. Finally, participants 
will be invited to present their selected accepted papers to ex- 
plore different perspectives and facilitate discussions amongst 
participants. See a tentative schedule in Table I.

TABLE I
P ROPOSED S CHEDULE

Schedule Topic

12:00 - 12:10 Introduction
12:10 - 12:40 Invited Speaker 1 

Break Out Session 1: Discussion of Key Definitions and
12:40 - 13:10 Metrics
13:10 - 13:20 Break
13:20 - 14:00 Paper Presentations
14:00 - 14:30 Invited Speaker 2
14:30 - 15:00 Break Out Session 2: Future Directions

A. List of Topics 
Relevant topics of interest for this workshop include but are 

not limited to:
• Trustworthy AI
• Trust and Human-Robot Interaction
• Ethics implications in HRI
• Ethical design of robotic systems
• Age/race/gender-biased robots
• Transparency in HRI
• Human biases in HRI
• Development and study of fair machine learning models 

in robotics
• Interaction design and explainable AI
• Metrics for studying fairness
• Fairness in resource allocation
• Fairness in Human-robot teams

V. AUDIENCE AND PARTICIPATION

Participants from the fields of HCI, HRI, psychology, and 
fairness in machine learning will be welcome to submit a 2-3 
page position paper. We particularly will encourage individuals 
who are exploring the topics of fairness (both quantitative and 
qualitative) and transparency in robotics. These papers will be 
peer reviewed by committee members. We will request that 
at least one author must be present at the workshop in order 
to present during the workshop. Finally, we will recruit 20-25 
participants via relevant mailing lists and social media.

VI. O RGANIZERS

The organizing team consist of researchers who focus on 
both the quantitative and qualitative aspects of fairness and 
transparency in AI and HRI. 
Houston Claure is a Ph.D. Candidate at Cornell University 
in the Robots in Groups Lab. His research involves exploring 
the use human notions of fairness to shape robotic decisions 
within multi human teams towards the goal of optimizing team 
performance and cohesion. 
Mai Lee Chang is a Ph.D. Candidate at the University of 
Texas at Austin in the Socially Intelligent Machines Lab. Her 
research goals are to enable robotic teammates to reason about 
task performance and fairness to achieve long-lasting human- 
robot partnerships. 
Daniel Omeiza is a 3rd-year Ph.D. student at the University of 
Oxford, working on explainability in autonomous driving. He
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is also a research candidate in the cognitive robotics group of 
the Oxford Robotics Institute. He obtained a master’s degree 
from Carnegie Mellon University and has worked for IBM 
Research as a research intern. Workshop co-organizing expe- 
riences include an explainability workshop at CHI, multiple 
workshops on AI for autonomous driving at NeurIPS and 
IJCAI, and volunteering for the Black in AI workshop at 
NeurIPS. 
Seyun Kim is a Ph.D. student at Carnegie Mellon University 
in the Human-Computer Interaction Institute, Social AI Group. 
Her research goals are to explore fairness and transparency in 
algorithmic systems as well as mitigating biases in these sys- 
tems. She obtained a master’s degree from Cornell University 
at the Robots in Groups Lab focusing on group cohesion in 
human-robot teams. 
Martim Brandao is a Post-Doctoral Research Associate at 
King’s College London, whose research is related to explain- 
ability and fairness in planning and robotics methods. Martim 
has previously co-organized workshops on bias, fairness and 
ethics of robotics at ICRA and ARSO. 
Min Kyung Lee is an Assistant Professor in the School 
of Information at the University of Texas at Austin. Dr. 
Lee’s research examines the social implications of algorithms’ 
emerging roles in management and governance in society, 
looking at the impacts of algorithmic management on workers 
as well as public perceptions of algorithmic fairness. She 
has also proposed participatory frameworks for designing 
algorithms with stakeholders, and conducted research on social 
robots and telepresence robots. Dr. Lee has served on the 
organization of FAccT, CHI, RSS and HRI and co-organized 
various workshops on topics of transparency, explainability, 
social justice, participatory approaches, responsible AI and 
others. She is a Co-PI on a new NSF NRT grant, Conver- 
gent, Responsible, and Ethical Artificial Intelligence Training 
Experience for Roboticists. 
Malte F Jung is an Associate Professor of Information 
Science at Cornell University. His research focuses on un- 
derstanding how we can design robots with interpersonal 
dynamics in mind.
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